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Major research themes, overviews, and related publications

VLSI image/scene recognition systems inspired by brain architecture

Combining some processing models inspired by brain vision functions, we have constructed a real-time image/scene recognition VLSI system that can recognize natural scenes including human faces and different objects. The processing functions used in the system are coarse region segmentation using resistive-fuse networks and image recognition of segmented regions using elastic graph matching (EGM). The scene is understood by using the relationship between segmented regions. We have also developed a face and arm gesture recognition system by combining Prof. Miyamoto’s algorithm.


Coupled MRF models and CMOS circuits for coarse image-region segmentation

Image region segmentation is the most important and difficult task for recognizing natural scene images including many objects. Coupled MRF (Markov random field) models are known as visual processing models that can be used for such a task. Coupled MRF models are classified into two types: region-based and boundary-based. As a boundary-based coupled MRF model, the resistive-fuse network model was originally proposed as an image segmentation method where image edges are preserved and noise is eliminated. This model can be used for coarsely segmenting images including unknown objects, because this model uses no information of the particular features of objects such as facial parts in face recognition. We have developed an FPGA-based VLSI image processing system using the resistive-fuse network model. A dedicated CMOS VLSI for resistive-fuse networks is also developed using our merged analog/digital approach. We also developed region-based coupled MRF models and CMOS circuits.

N. Kato and T. Morie, Design of a CMOS Pixel Circuit for Coarse Region Segmentation/Extraction


Gabor-filtering VLSI chip extracting local spatial frequencies

Gabor filtering, which is a processing model of the primary visual cortex, can extract local spatial frequencies of an image. The extracted features are useful for different types of image processing such as texture analysis, face recognition. An advantage of the features is that they are hardly affected by illumination change. We have proposed a pixel-parallel algorithm for Gabor filtering using resistive networks, and a VLSI chip implementing the algorithm has been developed based on our merged analog/digital architecture.


Elastic graph matching processor implemented in an FPGA for face/object recognition

The elastic graph matching (EGM) algorithm can achieve distortion-invariant image recognition. In the EGM algorithm, the same graph with plural vertices is defined on both input and memorized image planes. The pixel on each vertex is used as an evaluation point, where the pixel feature values (Gabor features) in the input and memorized images are compared. The graph of either input image or memorized one is distorted to find the better matching points. We have proposed a digital VLSI architecture for EGM, and its FPGA implementation has been developed based on the proposed architecture. This FPGA implementation is included in our VLSI image/scene recognition system.

2D image matching processor VLSI based on merged analog/digital architecture

2D cross-correlation and convolution are fundamental calculations for image matching or intelligent image recognition. Both calculations are different, but can be achieved by the same VLSI architecture. It is useful for robot vision to develop high-speed, compact and low-power VLSIs for implementing cross-correlation calculations. We have developed a 2D image matching processor VLSI based on our merged analog/digital architecture. The VLSI chip has been designed using a TSMC 0.25 micron CMOS process, and it performs 6-bit-precision 2D cross-correlation or convolution operation for an input image of 256x256 pixels and a template image of 50x50 pixels within 10 msec. Its operation performance is 25.8 GOPS, and the estimated power consumption is 270 mW. We also proposed a new architecture based on a sorted projection-field model.


Moving-object detection model with monocular camera and its FPGA implementation for collision warning

We have developed an FPGA-based moving-object detection and collision warning system for advanced automobile driver assistance systems or autonomous moving robots. The system consists of three function blocks: coarse edge detection using a resistive-fuse network, moving-object detection inspired by neuronal propagation in the hippocampus, and danger evaluation and collision warning using fuzzy
Inference. The first two functions are implemented in FPGAs. The system can detect moving objects with a speed range of 3-192 km/h with a sampling period of 30 ms for an input image of 320x256 pixels, and can output a warning against dangerous regions in the input image.


**Information processing of spiking neural networks and its VLSI implementation**

Spiking neuron models, which express analog information by the timing of neuronal spike firing, attract a lot of attention with expectation of their higher information processing ability. We have developed CMOS VLSI integrate-and-fire-type spiking neural networks. On the other hand, it is known that a biological neuron changes its synaptic weights by STDP (Spike-Timing Dependent synaptic Plasticity). STDP is a learning rule depending on relative timing between asynchronous spikes. There are two types of STDP which are characterized by asymmetric and symmetric time windows. We have designed both types of STDP synapse circuits, and successfully observed correct operation in VLSI Hopfield-type feedback neural networks.


CMOS circuits for nonlinear dynamical systems (chaos circuits, phase oscillator circuits, etc.)

We have designed, fabricated, and tested arbitrary chaos generator circuits with voltage and current sampling schemes with pulse phase modulation signals. These circuits generate an arbitrary nonlinear function corresponding to the time-domain voltage or current waveforms supplied from an external source. We have also proposed related circuits for self regulatory threshold dynamics and for phase oscillators. In the latter circuit, the phase variables are represented by pulse-width modulation signals. We have designed, fabricated and tested a coupled phase oscillator circuit using a 0.25 micron CMOS process.


Pixel-parallel directional state-propagation algorithm for subjective contour generation and its VLSI implementation

An image processor LSI chip that performs directional pixel-state propagation processing has been developed using a PWM-based pixel-parallel architecture. This processing can be used for subjective contour generation, which is a typical function of the visual system in the human brain to complete the lacked natural-image information. The LSI chip has been designed and fabricated using a 0.25 micron mixed-signal CMOS process. The number of processing units included in the chip is 35x35. We have verified the propagation process by measuring the fabricated chip, and have successfully generated subjective contours of Kanizsa figures using the chip.

Nanostructures and CMOS circuits for Brain-like information processing

In spiking neuron models, which simplify the biological neuron, generation of post-synaptic potentials (PSPs) is an essential function. We propose a new nanodevice structure using a nanodisk array connected to a MOSFET for these models. The structure generates PSPs by taking advantage of the delay in electron hopping movement among nanodisks. The results of single-electron circuit simulation demonstrate the controllability of PSP shapes by a control gate placed over the nanodisk array.


Potential joint research topics:

We consider our different vision chips, brain-like function chips and systems as candidates for robot brains.